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Abstract 

Nowadays, social media platforms, forums and online communities have become central arenas of public discourse 
where individuals can freely express their opinions, feelings and attitudes. The proliferation of these platforms has led 
to the generation of massive amounts of unstructured data in multiple languages, providing a unique opportunity for 
sentiment analysis – a technique for identifying and categorizing opinions expressed in text data. Despite the global 
reach of sentiment analysis, there remains a significant gap in research focusing on less-researched languages such as 
Kyrgyz.  

This study fills this gap by conducting a comprehensive sentiment analysis of Kyrgyz comments on various online 
platforms. A range of machine learning algorithms have been used, including traditional methods such as K-Nearest 
Neighbors (KNN) and Naive Bayes (NB), but also more advanced techniques such as Long Short-Term Memory (LSTM) 
networks and Recurrent Neural Networks (RNNs). Among the evaluated models, logistic regression (LR) was found to 
be the most effective, achieving the highest accuracy (0.83) and the highest F1 measure (0.84). These results highlight 
the potential of LR in sentiment analysis tasks for the Kyrgyz language and provide valuable insights in the field of 
multilingual natural language processing.  
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1. Introduction

In the era of digital communication; social media platforms; forums; and online communities have become central to 
public discourse; offering a space where opinions; emotions; and attitudes are expressed freely. The rise of these 
platforms has generated vast amounts of unstructured data in various languages; providing a rich resource for 
sentiment analysis a process of identifying and categorizing opinions expressed in text. However; sentiment analysis 
has predominantly focused on widely spoken languages; leaving less commonly used languages; such as Kyrgyz; 
relatively underexplored. 

Turkic languages are spoken by around 200 million people worldwide. Among them; native speakers of Kazakh; Uzbek; 
Kyrgyz; and Turkmen; living both inside and outside their respective countries; make over 60 million of those speakers 
(1). The Kyrgyz language; spoken by over four million people primarily in Kyrgyzstan; represents a unique linguistic 
and cultural context. As the online presence of Kyrgyz speakers grows; understanding the sentiments conveyed in 
Kyrgyz texts becomes increasingly important for applications ranging from market research to sociopolitical analysis. 
Despite this; the development of natural language processing (NLP) tools for Kyrgyz remains in its nascent stages; 
posing challenges for accurate sentiment analysis. 

This study aims to fill this gap by conducting a comprehensive sentiment analysis of Kyrgyz comments from various 
online platforms. To achieve this; the research will employ a range of machine learning algorithms; including both 
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traditional methods like LR; KNN and NB; as well as more advanced techniques such as LSTM networks and RNNs. These 
algorithms will be applied and evaluated to determine their effectiveness in accurately classifying the sentiments 
expressed in Kyrgyz comments. The combination of various machine learning approaches and the consideration of 
linguistic nuances aims to provide a robust framework for sentiment analysis in the Kyrgyz language. 

The findings of this research will not only contribute to the growing field of sentiment analysis in lesser-studied 
languages but also offer insights into the public sentiments of Kyrgyz-speaking communities; which could be valuable 
for policymakers; businesses; and social scientists alike. 

2. Related Work 

Sentiment analysis; a subfield of NLP; has received considerable attention in recent years; especially for widely spoken 
languages like English and Chinese. However; sentiment analysis for Turkic languages; which include languages such as 
Turkish; Azerbaijani; Uzbek; and Kyrgyz; has been relatively underexplored. Despite this; there have been significant 
strides in the development of sentiment analysis models tailored to these languages. 

Turkish; the most widely spoken Turkic language; has been the focus of numerous studies in sentiment analysis. 
Demirtas et.al explored sentiment classification using machine learning techniques; demonstrating that Support Vector 
Machines (SVM) and NB classifiers perform well on Turkish datasets (2). Similarly; Vural et al. examined the 
effectiveness of various machine learning algorithms; including KNN and Decision Trees; for sentiment analysis in 
Turkish; highlighting the challenges posed by the agglutinative nature of the language (3). Recent advancements have 
also seen the application of deep learning models. A study by Bilen and Horasan employed LSTM networks for sentiment 
analysis in Turkish; achieving superior results compared to traditional machine learning methods (4).  

Azerbaijani; another prominent Turkic language; has seen fewer studies in sentiment analysis. Nonetheless; research 
by Hasanli and Rustamov applied SVM and NB classifiers to Azerbaijani social media data; demonstrating the potential 
for these methods despite the limited availability of annotated datasets (5). Guliyev et al. used a Bidirectional LSTM 
model to analyze sentiment in Azerbaijani texts; achieving promising results (6). 

Sentiment analysis in Uzbek has been relatively underdeveloped; partly due to the scarcity of NLP resources for the 
language. However; recent efforts have begun to address this gap. A study by Rabbimov et al. utilized a combination of 
rule-based methods and machine learning algorithms, such as Decision Trees; for sentiment classification in Uzbek text 
(7). The authors highlighted the challenges posed by the language's complex morphology and the lack of a 
comprehensive lexicon. 

Kazakh and Kyrgyz; while less studied than Turkish and Azerbaijani; have also seen emerging research in sentiment 
analysis. Gimadi et al. conducted one of the first studies on sentiment analysis in Kazakh; applying SVM and Random 
Forest classifiers to a dataset of social media posts. Their research underscored the need for more extensive annotated 
corpora and advanced NLP tools for Kazakh (8). In Kyrgyz Choi and Abdieva studied the process; which encompassed 
recording news from Kyrgyzstan; collecting and refining data; developing a sentiment lexicon; constructing a deep 
learning model; and processing data in detail(9) . 

Some studies have explored cross-linguistic and multilingual approaches to sentiment analysis in Turkic languages. 
Çöltekin et al. investigated multilingual sentiment analysis using transfer learning techniques; applying models trained 
on Turkish to other Turkic languages like Azerbaijani and Uzbek. The study demonstrated the potential for leveraging 
linguistic similarities across Turkic languages to improve sentiment analysis performance (10). 

Another promising approach is the development of multilingual models Acikalin et al. conducted a study using 
multilingual BERT (Bidirectional Encoder Representations from Transformers) and Turkish transformer models; 
including MBERT; XLM-Roberta; and BERTurk; to analyze a dataset of Turkish tweets. Their findings demonstrated 
significant improvements in sentiment analysis tasks for the Turkish language (11). Also Guven trained and tested pre-
trained models such as BERT; ALBERT; ELECTRA; and DistilBERT on Turkish hotel and movie reviews. This approach 
underscores the potential benefits of shared linguistic features among Turkic languages in building more robust NLP 
models. 
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3. Methodology 

This study investigates the effectiveness of various machine learning and deep learning models in performing sentiment 
analysis on a dataset of Kyrgyz text. The dataset was derived from the IMDB review dataset available on Kaggle; 
consisting of 500 reviews (250 positive and 250 negative); which were translated from English to Kyrgyz using Google 
Translate. The methodology encompasses several stages: initial model training; text preprocessing; feature extraction; 
and further model evaluation; culminating in the use of a pre-trained multilingual BERT model. 

3.1. Dataset Preparation 

3.1.1. Translation and Labeling 

The IMDB review dataset; a widely used benchmark for sentiment analysis; was translated into Kyrgyz using Google 
Translate. The dataset was carefully balanced; containing an equal number of positive and negative reviews. Although 
machine translation may introduce some noise; it provides a practical approach for creating a Kyrgyz dataset; given the 
scarcity of native language resources. 

3.2. Initial Model Training and Evaluation 

3.2.1. Deep Learning Models 

 Initially; several machine learning and deep learning algorithms were applied to the translated dataset to 
evaluate their effectiveness in sentiment classification. The models included: 

 LSTM: An RNN variant designed to capture long-term dependencies in text sequences; which is crucial for 
handling the complex sentence structures in Kyrgyz. 

 RF: An ensemble learning method that builds multiple decision trees and merges their results to improve 
prediction accuracy. It is particularly robust against overfitting. 

 KNN: A simple; instance-based learning algorithm that classifies a review based on the sentiment of its nearest 
neighbors in the feature space. 

 RNN: A neural network architecture that processes sequences of text by maintaining a hidden state; capturing 
temporal dependencies. 

 NB: A probabilistic classifier based on Bayes' theorem; commonly used for text classification tasks. 
 LR: A linear model that predicts the probability of a review being positive or negative. 

3.2.2. Initial Results 

The performance of these models was evaluated using accuracy as the primary metric. Among the models; LR 
consistently outperformed the others; achieving the highest accuracy. 

3.3. Text Preprocessing and Feature Extraction 

To enhance the accuracy of the sentiment analysis models; further preprocessing was applied to the text data. 

Stopword Removal: A list of 50 Kyrgyz stopwords was compiled and removed from the text. Stopwords; which are 
common words that do not contribute to the sentiment; can often introduce noise into the model. Their removal 
typically helps in improving model performance. Table 1 and Figure 1 illustrate the stopword removal process. 
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Figure 1 Word clouds for before and after stopwords 

Table 1 Removal of Stopwords 

Stage Text 

Normal Text 

EN: This movie was a complete waste of time. The soundtrack is poor, the story is lame and 
predictable, and the acting is terrible. One of the 25 worst movies I've ever seen. 

KY: Бул кино толугу менен убакытты текке кетирди. Саундтрек начар, окуя аксап, алдын ала 
айтууга болот, ал эми актёрдук чеберчилиги коркунучтуу. Мен көргөн эң начар 25 тасманын 
бири. 

After Remove 
Stopwords 

EN: movie total waste time bad soundtrack bad story lame acting terrible worst movies 

KY: кино толугу убакытты текке кетирди Саундтрек начар окуя аксап айтууга болот 
актёрдук чеберчилиги коркунучтуу көргөн начар тасманын бири  

3.3.1. Lemmatization 

To reduce inflectional forms and related forms of a word to a common base form, lemmatization was applied using the 
UD Kyrgyz-KTMU model. Lemmatization is particularly important for agglutinative languages like Kyrgyz, where words 
can take on many different forms depending on their grammatical usage. 

Table 2 Lemmatization Process in Texts 

Stage Text 

Normal Text 

EN: movie total waste time bad soundtrack bad story lame acting terrible worst movies 

KY: кино толугу убакытты текке кетирди Саундтрек начар окуя аксап айтууга болот актёрдук 
чеберчилиги коркунучтуу көргөн начар тасманын бири 

Lemmatization 

EN: movie total waste time bad soundtrack bad story lame act terrible bad movie 

KY: кино толук убакыт тек кетир Саундтрек начар окуя акса бол актёр чеберчилик коркунуч 
көр начар тасма бири 

3.4. Multilingual BERT Model 

To further enhance the performance of the sentiment analysis, a pre-trained multilingual BERT model was fine-tuned 
on the Kyrgyz dataset. BERT is a transformer-based model that captures context more effectively than traditional 
models, particularly for languages with complex grammar and morphology. 
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Fine-Tuning and Evaluation: The multilingual BERT model was fine-tuned using the translated Kyrgyz reviews, 
following standard practices for text classification tasks. The fine-tuned model's performance was evaluated using the 
same test set, and while it showed strong results, the Random Forest model still outperformed it in terms of accuracy, 
underscoring its robustness for this specific task. 

4. Results and Discussion 

As demonstrated in Table 3, the pre-processing steps applied to the dataset led to a notable reduction in both total and 
unique word counts. Specifically, there was a 21% decrease in the total word count and a 35% reduction in the number 
of unique words. This significant reduction in unique words is primarily due to the lemmatization process, where words 
are reduced to their base forms, thereby standardizing different inflected forms of a word into a single representation. 
Such findings align with previous research in the field, which has shown that lemmatization and stopword removal can 
significantly reduce the vocabulary size without losing essential information for sentiment classification tasks (12). 

Table 3 Dataset statistics 

Process Words Count 

Dataset 
Total 75641 

Unique 16632 

After Preprocessing Total 59226 

Unique 10339 

 

In the study, the dataset was split into 80% for training and 20% for validation, a standard practice in machine learning 
to ensure model generalizability and to reduce the risk of overfitting (13). The training set was used to train various 
machine learning models, and their performance was evaluated using the validation set.  

The performance of various machine learning models applied to the sentiment analysis of Kyrgyz film reviews was 
systematically evaluated, with results presented in Table 4. Default parameters were used in all methods during 
evaluations. Among the models, LR emerged as the most effective, achieving the highest accuracy (0.83) and F1-measure 
(0.84). This superior performance aligns with existing literature, where LR is frequently highlighted for its robustness 
in text classification tasks (14). 

The RF model also demonstrated strong performance, with an accuracy of 0.77 and an F1-measure of 0.78, further 
supporting its reputation for being a reliable and versatile classifier in NLP tasks (15). Other models such as LSTM, RNN, 
KNN, and NB exhibited moderate performance, with accuracies ranging from 0.64 to 0.70 and F1-measures between 
0.69 and 0.76. Additionally, the confusion matrix in Figure 4 provides a detailed analysis of the model’s performance on 
individual labels, further illustrating the effectiveness of LR in this context. 

Table 4 Results of machine learning methods 

Method Accuracy F1-Measurement 

LSTM 0.66 0.70 

RF 0.77 0.78 

KNN 0.64 0.69 

RNN 0.76 0.77 

NB 0.70 0.76 

LR 0.83 0.84 
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Figure 4 Confusion matrices of machine learning methods (a) LR (b) KNN (c) NB (d) RF 

In this study, we directly imported BERT’s preprocessor and the pre-trained BERT model from the TensorFlow Hub 
website. We imported both the preprocessor and the model by accessing them through the URL. Interestingly, the 
multilingual BERT model, which leverages transformer architecture, achieved an accuracy of 0.60. While BERT-based 
models are generally known for their superior performance in NLP tasks across various languages, the relatively lower 
accuracy observed here could be attributed to the specific characteristics of the Kyrgyz language or the domain-specific 
nature of the dataset. This outcome suggests that while transformer models offer significant advantages, their 
effectiveness may vary depending on the linguistic and contextual nuances of the dataset being analyzed (16,17). 

Firstly, the development of a Kyrgyz-specific pre-trained BERT model is essential. The results from this study indicate 
that the multilingual BERT model, while useful, did not perform as well as traditional models such as LR. This outcome 
underscores the importance of having a BERT model specifically tailored to the Kyrgyz language. Previous studies have 
shown that language-specific BERT models, such as BERTurk for Turkish, significantly outperform their multilingual 
counterparts in various NLP tasks, including sentiment analysis (18,19). Therefore, a Kyrgyz-specific BERT model could 
potentially yield better performance by capturing the linguistic nuances of the language more effectively. 

Additionally, there is a pressing need for more extensive datasets in the Kyrgyz language. The limited size of the dataset 
used in this study, comprising 500 translated IMDB reviews, constrained the ability to fully leverage the capabilities of 
deep learning models. Studies in other languages have demonstrated that larger datasets significantly improve model 
performance, particularly for complex models like LSTM and RNN (20). Expanding the availability of annotated Kyrgyz 
datasets will be crucial for advancing sentiment analysis and other NLP tasks in this language. 

In studies of Turkish sentiment analysis, for instance, transformer-based models like BERTurk and mBERT have shown 
strong results, with accuracy scores ranging between 0.74 and 0.80 (11). However, the relatively lower performance of 
the multilingual BERT model in this study (accuracy 0.60) suggests that traditional models like LR may offer more 
robust performance for languages like Kyrgyz, which have fewer linguistic resources and annotated datasets available. 

Research on Uzbek sentiment analysis by Kuriyozov et al. found that RNN was the most effective model, achieving an 
accuracy of 0.89 (21) This finding is consistent with the RNN performance observed in this study (accuracy 0.76, F1-
measure 0.77), supporting the idea that RNN is a versatile and reliable model across different Turkic languages, 
particularly for smaller datasets. 
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Similarly, in a study by Rasul, the NB model achieved one of high performance in the sentiment analysis of Azerbaijani 
text, with an accuracy of 0.74, which is comparable to the NB results in this study (accuracy 0.70, F1-measure 0.76) (22). 
This suggests that NB continues to be a strong contender for sentiment analysis in Turkic languages, despite the 
increasing popularity of deep learning models. 

Moreover, the moderate performance of deep learning models like LSTM and KNN in this study, with accuracy scores 
of 0.66 and 0.64 respectively, contrasts with the higher accuracy typically reported in Turkish sentiment analysis 
studies, where LSTM models often exceed 0.90 (4). This discrepancy may be due to the limited availability of large 
annotated datasets and language-specific resources for Kyrgyz, which are crucial for training deep learning models 
effectively (23). 

5. Conclusion 

The comparative analysis of machine learning models for sentiment analysis of Kyrgyz comments reveals LR achieved 
the highest performance, with an accuracy of 0.83 and an F1-measure of 0.84. This performance surpasses that reported 
in similar studies on other Turkic languages, indicating that LR is particularly effective for sentiment analysis in Kyrgyz. 

These findings highlight the importance of context and language-specific characteristics in determining the optimal 
approach for sentiment analysis. While advanced transformer models have shown promise, traditional methods such 
as LR and RF continue to offer reliable performance in under-resourced languages like Kyrgyz.  

While this study has provided valuable insights into the application of machine learning models for sentiment analysis 
of Kyrgyz text, several areas warrant further investigation to enhance the accuracy and reliability of sentiment analysis 
in this language. Another critical area for future research is the development of more effective lemmatization models. 
The UD Kyrgyz-KTMU model, trained on just 7.4K words, provided a foundational resource for this study, but its limited 
scope likely hindered the full potential of the sentiment analysis. Expanding this model to include a lexicon of at least 
50K words could significantly enhance the accuracy of lemmatization, thereby improving the overall performance of 
sentiment analysis models.  

In conclusion, future work should prioritize the creation of a Kyrgyz-specific BERT model, the expansion of Kyrgyz 
language datasets, and the development of more comprehensive lemmatization tools. These advancements will not only 
improve sentiment analysis in Kyrgyz but also contribute to the broader field of natural language processing in 
underrepresented languages. 
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